Accuracy and precision in the calculation of phenology metrics

A. Sofia Ferreira¹, Andre W. Visser¹, Brian R. MacKenzie¹,², and Mark R. Payne¹,³

¹Centre for Ocean Life, National Institute of Aquatic Resources, Technical University of Denmark, Charlottenlund, Copenhagen, Denmark, ²Center for Macroecology, Evolution and Climate, Technical University of Denmark, Charlottenlund, Denmark, ³Environmental Physics, Institute of Biogeochemistry and Pollutant Dynamics, ETH Zurich, Zurich, Switzerland

Abstract
Phytoplankton phenology (the timing of seasonal events) is a commonly used indicator for evaluating responses of marine ecosystems to climate change. However, phenological metrics are vulnerable to observation-(bloom amplitude, missing data, and observational noise) and analysis-related (temporal resolution, preprocessing technique, and phenology metric) processes. Here we consider the impact of these processes on the robustness of four phenology metrics (timing of maximum, 5% above median, maximum growth rate, and 15% of cumulative distribution). We apply a simulation-testing approach, where a phenology metric is first determined from a noise- and gap-free time series, and again once it has been modified. We show that precision is a greater concern than accuracy for many of these metrics, an important point that has been hereto overlooked in the literature. The variability in precision between phenology metrics is substantial, but it can be improved by the use of preprocessing techniques (e.g., gap-filling or smoothing). Furthermore, there are important differences in the inherent variability of the metrics that may be crucial in the interpretation of studies based upon them. Of the considered metrics, the 15% of cumulative distribution metric best satisfies the precision criteria. However, the 5% above median metric is comparable in terms of precision and exhibits more inherent variability. We emphasize that the choice of phenology metric should be determined by the specific nature of the question being asked. We believe these findings to be useful to the current discussion on phenology metrics of phytoplankton dynamics.

1. Introduction
The biological components of ecosystems are often characterized by annually recurring cycles. While these cycles show a regular pattern, variations in the timing of key features occur from year to year. The study of the timing of such features within annual cycles is referred to as phenology.

Phenology can provide great insight into the dynamics of marine ecosystems. Phenology is an emergent property, resulting from the integrated interplay of physical and biological processes in nature, such as water column stabilization, nutrient availability, and predation. Variations in any one of these processes can potentially propagate through to the bloom dynamics, i.e., initiation, peak, duration, and amplitude [Platt and Sathyendranath, 2008]. Consequently, this expected sensitivity to external processes leads to phenology often being proposed as an indicator of both climate variability and climate change [Edwards and Richardson, 2004; Thackeray et al., 2010].

The phenology of phytoplankton blooms is also linked to the survival of many fish species during their larval and juvenile stages by the so-called “match-mismatch hypothesis” [Cushing, 1990]. The hypothesis states that a key factor in determining the survival of larval fish is the match (or mismatch) between the timing of the period when larvae feed on plankton and the timing of the local spring phytoplankton bloom. In years when the bloom is delayed relative to the timing of larval feeding, there is, therefore, insufficient food available during the larval stage [Cushing, 1990], and larval mortality is greatly increased. Conversely, a precondition for strong year classes is that they can only occur in years when there is a good match and sufficient food. Despite limited empirical data, there have been some studies supporting this hypothesis [e.g., Platt et al., 2003; Koeller et al., 2009]. The timing of the spring phytoplankton bloom can therefore be considered as a key concept in understanding the response of marine ecosystems to environmental change.
The study of phenology typically involves extracting representative metrics from time series of observations. Here we distinguish between phenology indicators (the idealized characteristics of the phytoplankton bloom) and the phenology metrics (real-world estimators of the indicators). Platt and Sathyendranath (2008) have suggested a suite of indicators suitable for use in the study of phytoplankton production cycles. The two most common indicators are the timing of the maximum chlorophyll concentration during the spring bloom [e.g., Yoder and Kennelly, 2003; Rolinski et al., 2007], and the timing of initiation of the spring bloom [e.g., Cole et al., 2012; Brody et al., 2013]. Each of these indicators represents a different aspect of the bloom dynamics. For example, the timing of the chlorophyll maximum results from a combination of the reallocation of predation control and nutrient limitation, whereas the timing of bloom initiation is typically governed by the balance between (light-controlled) growth and respiration losses [Sverdrup, 1953]. Brody et al. [2013] proposed that the definition from Siegel et al. [2002] (a 5% increase in chlorophyll concentration above the annual median) would be more appropriate for studies on the match-mismatch hypothesis, whereas the definition described by Roerink et al. [2000] (a rate of change method based on harmonic analysis of the time series) would be useful for studies on seasonal physical and biological mechanisms. The choice of indicator (and its corresponding metric), therefore, needs to be made in the context of the question being asked.

Furthermore, each individual phenology metric (e.g., timing of initiation) can be expected to have its own unique degree of variability. Some may vary widely, while others may be nearly constant, depending on what they are indicating and the variability of the processes that contribute to them. An ideal phenology metric needs to exhibit some form of variability that can be linked to environmental variation rather than simply being noise.

The majority of commonly used phenological metrics apply algorithmic approaches rather than statistical estimators [Ji et al., 2010]. Algorithmic approaches [e.g., Siegel et al., 2002; Racault et al., 2012] assume that all data points correspond to the bloom signal. Statistically based estimators [e.g., Zhai et al., 2012, 2011], on the other hand, explicitly include the observational process in their model structure and therefore allow the model to distinguish between signal and noise. Algorithmic phenology metrics are, thus, vulnerable to observational noise (and potentially to nonuniform sampling-missing data), resulting in possible biases [Cole et al., 2012; Behrenfeld et al., 2013], and poor precision [Maritorena and Siegel, 2005; Verbesselt et al., 2010; Ballabera-Poy et al., 2003].

Multiple processes can impact the resulting reliability and robustness of these estimators. Some of these processes are inherent to the observation process and are therefore beyond the direct control of the experimenter, such as missing data, the presence of observational noise and the amplitude of the underlying signal relative to the noise. In satellite-based phenological studies, missing data mainly result from the pattern of the satellite track over the surface of the earth, the presence of clouds and winter darkness, especially in high-latitude regions [Cole et al., 2012; Sasaoka et al., 2011]; changes in the satellites, including outages, can also be important. Missing data may reduce the precision of the estimated metric, and lead to systematic biases in the calculation method [Cole et al., 2012]. In addition, appreciable observational noise is present in satellite-derived estimations of chlorophyll concentrations [Maritorena et al., 2002]. Comparisons with in situ observations suggest that individual chlorophyll retrievals typically have a coefficient of variation (or noise) of 0.3–0.4 in each individual retrieval [Maritorena and Siegel, 2005; Maritorena et al., 2002]. Such a high coefficient of variation can readily disguise an underlying chlorophyll signal, especially in algorithmic approaches. Furthermore, chlorophyll bloom amplitude (and shape) is not constant in space and the importance of observational noise is expected to be less in regions with large bloom amplitudes [Behrenfeld et al., 2013], but become more significant in less variable regions (with low signal-to-noise ratios, i.e., low seasonal amplitude versus noise level) [Verbesselt et al., 2010; Ballabera-Poy et al., 2003]. Therefore, the impacts of missing data, observational noise, and bloom amplitude need to be considered when assessing the accuracy and precision of bloom phenology metrics.

The manner in which the analysis is performed and the phenology algorithms are applied can also impact their robustness. Some authors, but not all [e.g., Cole et al., 2012], use gap-filling (as discussed by Brody et al. [2013]) and/or smoothing/filtering techniques [Racault et al., 2012] to preprocess the data prior to algorithm application. Furthermore, the choice of the temporal resolution, i.e., the time window over which observations in a given pixel are aggregated, can also be important. Although satellite ocean color instruments typically provide products at daily resolutions [Polovina et al., 2001; Werdell and Bailey, 2005], albeit with high...
gap proportions, most recent studies have used 8 day binned data [Cole et al., 2012; Brody et al., 2013]. However, since phytoplankton biomass can exhibit significant increases at a much higher rate (daily or even faster), particularly in the runup to bloom conditions, some authors [Rolinski et al., 2007] suggested that weekly data may not capture the underlying dynamics sufficiently well. Notwithstanding, there are also phenology studies using monthly in situ data [Edwards and Richardson, 2004; Beaugrand and Reid, 2012]. Ideally, the choice of preprocessing technique and time resolution of the product should be appropriate to capture the processes involved [Ji et al., 2010] and is therefore closely linked to the underlying question being studied.

Relatively little is known about the impact of the above-described processes on the reliability of commonly used phenology metrics. Previous studies have examined the effect of missing data on the accuracy of phenology metrics by using 8 day data to reveal systematic and spatially dependent biases [Cole et al., 2012]. However, many questions remain unresolved; in particular, the relationship between precision and accuracy has not been quantified, nor have the effects of observational noise. Furthermore, the relatively limited number of processes previously considered [Cole et al., 2012] makes it hard to draw general conclusions about the most appropriate choice of phenology metric.

In this study, we aim to identify the most robust phenology indicators, and their associated metrics. We consider the inherent variability of the phenology indicator, and how its perception in a real-world-like scenario is affected by missing data, observational noise, and bloom amplitude. We further aim to assess the effect of preprocessing technique and temporal resolution when generating phenology metrics. Our focus is on assessing the sensitivity, precision and accuracy of these metrics when applied to (i) a representative set of time series and (ii) over a large geographical extent. We follow the study design of Cole et al. [2012] and apply a simulation-testing approach. However, we greatly expand the range of processes and phenology metrics considered. The insights gained here should therefore greatly improve our understanding of the behavior, strengths, and weaknesses of commonly employed phenology indicators and metrics.

2. Material and Methods

2.1. Data Sets

The NASA Ocean Biogeochemical Model (NOBM, http://www.nasa.gov/) is a three-dimensional global ocean-biogeochemical model [Nerger and Gregg, 2008]. The biogeochemical component comprises four nutrient cycles, four phytoplankton functional types, a single zooplankton group, and three detrital reservoirs. The model is assimilative in nature and incorporates chlorophyll observations from SeaWiFS on a daily basis. The assimilative nature of the model means that it is well suited to the characterization of phytoplankton population dynamics and has previously been used in this type of phenology simulation-testing study [e.g., Cole et al., 2012]. We used daily composites of chlorophyll concentration from 1998 to 2007, with increments of 1.25° longitude and of 2/3° latitude grid from the North Atlantic, from 0 to 70°N (northern boundary of NOBM data), and from −80 to 20°E.

We used observational products derived from the European Node for Global Ocean Colour (GlobColour Project, http://www.globcolour.info/). The GlobColour Project blends observational data from the SeaWiFS, MODIS-AQUA, and MERIS instruments by using the Garver-Siegel-Maritorena (GSM) algorithm [Maritorena et al., 2002] to generate a merged, global ocean color product. Combining the three sensors increases the data coverage in both time and space, thus providing significantly elevated spatiotemporal coverage [Maritorena et al., 2010], making it a common and appropriate choice for phenology studies [Cole et al., 2012]. GlobColour observational data were gathered from 1998 to 2012 for the three available temporal resolutions: daily, weekly, and monthly, with a 1/4° grid. Averages of the values of all grid cells within each 2/3° were calculated to match the NOBM grid (2/3°).

2.2. Simulation-Testing Approach

We use a simulation-testing approach (Figure 1) to investigate the importance of various processes on the robustness of phenology metrics. This involves the identification of a data set to serve as the underlying truth in the first instance, and then its subsequent modification by adding observational noise and gaps to generate a set of synthetic observations. We apply the phenology algorithms both on the simulated “truth” and “observations” to generate two separate realizations of the phenology metric under study. The
The discrepancy between these measures (the phenology error) is the key quantity of interest that we use to quantify the robustness of a phenology algorithm. We used the NOBM output to act as the truth (following Cole et al. [2012]) and the characteristics (underlying missing data and observational noise structure) of the GlobColour products as the basis for generating simulated data.

Our study involves the exploration of six dimensions: observational noise, missing data, bloom amplitude, temporal resolution, preprocessing technique, and phenology metric. The first three of these (the observation-related processes) are inherent properties of satellite ocean color observations and are therefore outside the control of the experimenter. However, the remaining three (the analysis-related processes) are part of the process of generating a phenology metric and can therefore be controlled. It is important to note that some of these processes covary; for instance, bloom amplitude covaries in space with both missing data and observational noise. Furthermore, as we are interested in both the accuracy and precision of the phenology metrics, these two outputs need to be considered for each treatment. The high-dimensionality of the space that we wish to explore makes the problem extremely challenging.

To reduce the complexity of the problem, and allow ready visualization of the results, we split the problem into stages. We first focus on the analysis-related dimensions, i.e., temporal resolution, preprocessing technique, and phenology metric, and examine their impact on the precision and accuracy of phenology metrics in a set of representative case studies (the time series study). The results of this first stage are then used to refine the analysis and reduce the dimensionality of the problem in the second stage. The second study focuses on the observation-related dimensions, i.e., bloom amplitude, missing data, and observational noise. As each of these processes are spatially variable, we therefore choose to examine their impacts in a spatial context (the spatial study). Together, these two studies should give us fresh insight into the robustness of the various metrics.

2.3. Data Processing

The general workflow employed in each study (time series and spatial) was as follows (Figure 1). Details of each process are described in subsequent sections.

2.3.1. Generation of Synthetic Truth

1. Retrieve biogeochemical model daily data.
2. Calculate daily averages over the three spatial regions of interest (for use in the time series study).
3. Apply a 5 day running median per region (in the time series study) or per pixel (in the spatial study): the resulting data sets are the “truth” data.

2.3.2. Generation of Synthetic Observations

1. Starting with the appropriate “truth” time series, add appropriate level of observational noise, which is either fixed (time series study, supporting information Table ts01) or with a spatial structure (spatial study, Figure 2, bottom).
2. Aggregate the daily resolved data to weekly and monthly synthetic observations by binning and averaging (where appropriate).
3. Remove some of the observations, either by sampling following a uniform random distribution at the appropriate level of missing data (time series study, supporting information Table ts01), or by applying masks (spatially resolved structure of missing data) from the satellite data sets from the three temporal resolutions (spatial study, see an average in Figure 2, middle) to each cycle.

In the time series study, the above-mentioned steps were iterated 100 times for each “truth” to generate an ensemble of simulated observations for each set of treatment (combination of levels). In the spatial study, following the approach of Cole et al. (2012), the ensemble was generated by crossing the truths in each year estimated from NOBM (from 1998 to 2007, 9 years in total) with the missing data masks from the GlobColour product (from 1998 to 2012, 15 in total) to give a maximum of 135 simulated sets of observations for each treatment at each pixel.

2.3.3. Estimation of Phenology Metrics and Errors
1. Identify the timing of the climatological maximum for each region (time series study) or pixel (spatial study). A seasonal cycle was then defined in relation to this maximum covering a window from 6 months prior to the maximum to 6 months after, as previously performed by Cole et al. [2012]. Seasonal cycles where the data set was incomplete (i.e., at the ends of the time series) were not considered in the analysis.
2. Apply filtering and smoother preprocessing techniques to the synthetic observations, as appropriate.
3. Estimate phenology metrics for the truth data sets.
4. Estimate metrics for each set of synthetic observations (100 in the time series study, 135 in the spatial study).
5. Estimate the phenological errors by subtracting the phenological metric derived from the truth data from that obtained from the synthetic observations. Negative error values indicate earlier bloom indices, whereas positive values indicate delayed blooms.
6. Summarize result distributions for each analysis unit.

2.4. Observational Noise
Observational noise was applied to each truth data set by generating a normally distributed random noise data set with a mean of 0 and a standard deviation corresponding to the coefficient of variation (observational noise) level (see supporting information Table ts01 for the time series study, and see Figure 2 for the spatial study). This new data set was then added to the natural log-transformed data sets of chlorophyll concentration to generate synthetic observations with log-normally distributed noise (upon back-transformation).

2.5. Temporal Resolution
Daily data were binned into weekly and monthly resolutions by calculating geometric means of chlorophyll concentration (mean of natural log-transformed data) over the corresponding time bin.

2.6. Missing Data
Data gaps were generated in the time series study by a uniform random sampling of data, with percentages of missing data appropriate for each region (supporting information Table ts01): the sampled daily indices were removed from the corresponding data set. In the spatial study, masks of missing data were obtained from satellite observations (Figure 2). Missing observations in the satellite data set were removed from the corresponding pixel on the corresponding day/week/month in the synthetically generated data sets.

2.7. Preprocessing Techniques
On daily, weekly, and monthly data, we applied a linear interpolation between neighboring observations to fill in the gaps. In addition, a linear interpolation followed by a 3 week (21 days) centered-running mean was also used for daily and weekly data to fill in the gaps and smooth noise levels. For all temporal resolutions, the effect of not preprocessing the observational data was also considered.

2.8. Phenology Metrics
We chose to compare four commonly used metrics (Figure 3). The first is the timing when chlorophyll rises 5% above the median value of the particular seasonal cycle (TMED) [Cole et al., 2012; Henson et al., 2009; Racault et al., 2012; Siegel et al., 2002; Brody et al., 2013]. However, we do not require chlorophyll levels to
stay above the threshold for two consecutive weeks as Cole et al. [2012] and Brody et al. [2013] did. The second metric is the timing when chlorophyll reaches 15% of its cumulative distribution (TCUD) [Greve et al., 2005; Brody et al., 2013]. The third metric is the timing of maximum growth rate (TMGR) using the approach by Rolinski et al. [2007] which notably lacks the harmonic smoother used elsewhere [Brody et al., 2013; White et al., 2009; Sharples et al., 2006; Wiltshire et al., 2008; Brody and Lozier, 2014]. However, a smoother is still required since there is high-frequency variability in both the truth and synthetic data sets, which the TMGR metric would otherwise pick out. We therefore apply a 7 day running mean to smooth the data set before estimating the highest daily increase. The fourth metric is the only metric assessing the chlorophyll peak.

Figure 2. (top) Chlorophyll “amplitude” seasonality from NOBM data shown for each bloom amplitude (low, medium, and high amplitudes) in the time series study (black boxes). Chlorophyll seasonality is defined here as the standard deviation of the seasonal natural log-chlorophyll climatology and is therefore equivalent to a coefficient of variation. (middle) Percentage of missing daily data from the GlobColour Project used in the spatial study. (bottom) Average percentage of error (as an indicator of observational noise) from the GlobColour Project used in the spatial study.
and is straightforward: the timing of maximum chlorophyll concentration (TMAX) [Yoder and Kennelly, 2003; Cole et al., 2012; Rolinski et al., 2007]. These four metrics cover the majority of the approaches employed in the published literature [Li et al., 2010].

2.9. Error Statistics Distribution
Phenological error distributions (in days) were summarized to facilitate interpretation. Means were used as a measure of accuracy, while standard deviations of the distribution were used as a measure of precision.

3. Results
Our analysis is based on two different approaches: a time series study, where the effect of analysis-related processes is examined; and a spatial study, where realistic and spatially varying observation-related processes are considered. In each case, we aim to quantify the accuracy and precision of the error metrics, and use this as a basis to assess their robustness. Here we consider each study in turn.

3.1. Time Series Study
The time series study attempts to quantify the impact of the analysis-related dimensions. To do so, it is first necessary to eliminate the impact of the observation-related processes, such as bloom amplitude, missing data, and observational noise (Figure 2, top, middle, and bottom, respectively), allowing the impact of the analysis-related processes to be compared independent of the observation-related processes.

The outputs of the NOBM and GlobColour products were used as the basis for selecting regions that are representative of the North Atlantic basin. Phytoplankton blooms from the NOBM data exhibit the well known increase in relative amplitude with increasing latitude in this region. The frequency of missing data from GlobColour, on the other hand, shows a dipolar pattern, with regions of high proportions of missing data in high latitudes (due to winter darkness) and in low latitudes (due to increased cloudiness associated with the tropics). The precision of GlobColour chlorophyll retrievals is typically lowest (highest error) in regions near land but is relatively constant. We therefore chose three representative regions based on these results (plotted in Figure 2), approximately corresponding to the intergyre region (or the transition as in Henson et al. [2009]), the subpolar gyre, and the Norwegian Sea (see supporting information Table ts01 and Figure 3).

The distribution of the phenology errors was determined for each region and temporal resolutions considered (supporting information Figure fs01). It is generally broad and includes zero error in nearly all cases. There are, however, large differences occurring in the spread of the error distributions between metrics and regions. The broad distribution of phenology errors is clearly problematic for the interpretation of phenology metrics and in most practical cases can be expected to be more important than any potential bias. We therefore focus on the precision of the phenology metrics.

Calculating the standard deviation of the phenology errors (as a measure of precision) for each combination of treatments allows the impact of each treatment to be simplified for each metric and visualized (Figure 4). The cases where the phenology metrics are the least precise is in the low bloom amplitude region: TMED is particularly sensitive to low bloom amplitudes. TMGR is consistently the least precise (highest standard deviation). TMAX and TCUD are consistently the most precise metrics across all treatments. Increasing the degree of preprocessing improves the precision of the error estimations in all cases. We also see a weak trend of decreasing precision (increasing standard deviation) with decreasing temporal resolution (as we
move from daily to monthly). These general trends are also reflected in accuracy, although less pronounced (supporting information Figure fs02).

3.2. Spatial Study
The time series study suggests several useful conclusions that can be used to refine the spatial study. In particular, the poor precision in many of these metrics appears to be a greater concern than any systematic biases. The addition of preprocessing also appears to generally improve the precision of the metrics, while temporal resolution does not have a strong effect. The spatial study therefore focuses on a single temporal resolution (daily) and preprocessing technique (preprocessing with both linear interpolation and 3 week
running mean). The distribution of errors for other temporal resolutions and preprocessing techniques has been calculated, and is generally similar, but the results are not presented here.

First, we examine the inherent variability within, and between, these metrics in a spatial setting. Each of the four metrics (TMED, TCUD, TMGR, and TMAX) are applied to the “truth” data in the absence of both observational noise and missing data across the entire North Atlantic basin. All metrics exhibit a systematic trend of increasingly later blooms from low latitudes to high latitudes and a systematic difference between the subtropical and subpolar gyres (Figure 5). The Gulf Stream region is notable for the high degree of interannual variability, particularly in the bloom initiation indicators. With regards to the individual metrics, the TMGR metric shows an extremely high degree of interannual variability, and is consistently the most variable.

Figure 5. Average (or bias, as a measure of accuracy, left, linear scale) and standard deviation (or spread, as a measure of precision, right, logarithmic scale) of the true metric estimations (i.e., prior to the addition of noise and gaps) for each phenology metric from the spatial study. Dark red indicates the errors higher than 100 days.
TMAX is highly variable in low latitude waters, consistent with the extremely low amplitude seasonal dynamics (and therefore poorly defined “blooms”) [Cole et al., 2012] in these regions. These patterns agree well with those reported elsewhere in the literature [Henson et al., 2009; Racault et al., 2012; Brody et al., 2013]. The TCUD metric exhibits an interannual variability that was appreciably lower than any of the other metrics except in the midlatitudes.

The accuracy and precision of each metric can be visualized readily as a function of space (Figure 6). The spatial patterns associated with each phenology metric were generally quite different. TMED and TCUD show similar patterns, with generally positive average errors but with a region of high spread (low precision) and negative mean (negative bias, thus low accuracy) errors around the Gulf Stream. In contrast with the
other metrics, TMGR shows a noisy spatial pattern in the mean error, and a broad spread of values, particularly south of 40° N. TMAX shows relatively accurate and precise estimations, although with reduced precision and potential bias at low latitudes. Similar results are observed for weekly data (supporting information Figure fs03), but with less extreme values (thus more accurate and precise errors).

The processes driving the phenology errors can be understood by individually investigating the impact of the bloom amplitude, missing data, and observational noise (error) for each metric. Estimation errors were binned for plotting purposes and expressed as a probability density distribution. Results are based on daily data preprocessed with both linear interpolation and a 3 week (21 days) running mean smoother. Thick, black line shows the median values and the dotted lines show the first and third quartiles.

**Figure 7.** Spread of phenology errors (standard deviation as a measure of precision) from the spatial study plotted as a function of bloom amplitude, missing data, and observational noise (error) for each metric. Estimation errors were binned for plotting purposes and expressed as a probability density distribution. Results are based on daily data preprocessed with both linear interpolation and a 3 week (21 days) running mean smoother. Thick, black line shows the median values and the dotted lines show the first and third quartiles.
systematic trends across metrics. Similar results are observed for the accuracy of the same data (supporting information Figure fs04), although less extreme.

Finally, insight into the performance of each metric across the entire basin can be gathered from a Taylor diagram (Figure 8). In contrast to previous ways of visualizing these results, the Taylor diagram \[ \text{Taylor, 2001} \] incorporates the correlation between the phenology metrics obtained from the synthetic observations and those obtained from the original time series. This method is particularly useful, as it indicates the ability of a metric to identify a basin-level signal (underlying variability in phenology) in the presence of noise. This diagram shows that the TCUD and TMED metrics are closest to the underlying truth, with TCUD being marginally superior. All metrics reproduce the amplitude of the variability well (i.e., are close to a normalized standard deviation of 1). However, the correlation between the truth and the estimated phenology metric is highly variable: TMGR shows the correlation coefficients between 0.1 and 0.3, TMAX between 0.4 and 0.6, TMED between 0.7 and 0.85, and TCUD between 0.7 and 0.9. It is also interesting to note that both temporal resolution and preprocessing techniques have relatively minor effects on this result compared to the inherent differences between the metrics.

4. Discussion

One of the first and most important results in this work is the relative importance of accuracy and precision. In many situations, the precision of the phenology metrics (i.e., spread or standard deviation of the phenology errors) was found to be relatively poor and was typically much greater than any systematic bias (i.e., the accuracy or mean of the phenological errors). Other similar studies [e.g., Cole et al., 2012] examining the properties of phenology metrics have focused solely on the accuracy of the metric, and presented mean biases. However, our results clearly indicate that an important aspect of these metrics has been overlooked. In the following sections, we examine each of the processes that can potentially impact the precision of these metrics.

4.1. Analysis-Related Processes

The preprocessing techniques applied to the data before estimating phenology metrics proved to be the most important factor that can potentially be controlled by the experimenter for a given metric. Our analysis suggested that preprocessed data are likely to provide estimates of bloom initiation date with improved precision (Figure 7 and supporting information Figure fs04). When looking at the same analysis using data with no preprocessing technique applied (supporting information Figures fs05 and fs06), increasing the intensity of the preprocessing methods considered here to include both gap-filling and smoothing showed improvement in the precision of the metrics in all cases. In contrast, Brody et al. [2013] found large effects on bloom initiation dates when time series were filled with the annual minimum, and advised against this
technique. Similarly, it is possible to envisage a situation where the smoothing is too severe, and metric performance begins to deteriorate as a result. The choice of preprocessing therefore needs to be made with care, and preferably tested, prior to use.

The temporal resolution of the data was, surprisingly, one of the least important variables. Part of the reason for this may lie in the overwhelming impact of the other processes. Once these issues have been resolved, temporal resolution can still be expected to be important. On one hand, reducing the temporal resolution can be considered as a form of preprocessing: the binning procedure fills gaps, reduces noise and smooths the data (by averaging over the bin) (Figure 9). However, as Ji et al. [2010] noted, short-term variability also needs to be taken into account in order to avoid biased conclusions drawn from phenology studies, and, at some point, the discretization error (due to the low temporal resolution) can be expected to become important. In our study, we observed a general reduction in precision with decreasing the temporal resolution from daily to monthly data. However, noting that temporal resolution is the analysis-related variable that appeared to have the least impact on the phenology metric, it is unclear whether our survey has sufficient power to resolve such shifts. A more focused study is most likely required to identify the optimal temporal resolution.

4.2. Observation-Related Processes

The precision of phenology metrics is influenced by numerous processes beyond the control of the experimenter, including bloom amplitude, observational error, and missing data. The bloom amplitude was found to be the most important of these processes, with an increase in amplitude leading to improved precision for all metrics. An important concept in understanding this result is the signal-to-noise ratio of the data. As suggested by Verbesselt et al. [2010], phenological changes may not be effectively detected when noise levels are larger than the signal amplitude. Therefore, the relative impact of observational noise is expected to be higher in lower latitudes, where the bloom amplitude is small, as the signal may be masked by large relative uncertainties in the data. Similarly, high amplitude regions have higher precision.

Increasing observational noise does not have a clear impact on the precision of the metrics. However, the range of observational errors encountered was relatively small (the majority of points lie between 40 and 60%) and there might therefore not be sufficient contrast to reveal these patterns. This is not to say that noise is not important. However, we recognize that the effect of observational noise may be masked out by the bloom amplitude. In regions where there is a high bloom amplitude (high latitudes), the observational noise becomes less important and both precision and accuracy are not as high as in low bloom amplitude regions. This is also a potential explanation for the breaks (discontinuity around 50°N) in estimated phenology metrics both from the truth (Figure 5) and from simulated observations (Figure 6).

The frequency and pattern of missing data are expected to be of importance when calculating phenological metrics. However, missing data had a limited and inconsistent effect on the precision of the phenology metrics. Such a result is surprising when taken in light of other results [e.g., Cole et al., 2012]. However, the explanation arises from the fact that we have mainly focused on data that has been preprocessed (i.e., gap-filled and smoothed) and therefore suggests that these preprocessing steps are effective. Indeed, when the preprocessing is removed, gaps in the data do have stronger effects (note different patterns in supporting information Figures fs05 and fs06). Additionally, for some cases (e.g., TMAX in Figure 7), the increase of missing data showed an increased precision. This is possibly due to the covariance nature between missing data.
and bloom amplitude at high latitudes, where high levels of missing data do not affect the estimation of the phenology metric. Gaps in the data therefore need to be filled prior to analysis, at least for the range of phenology metrics considered here.

4.3. Phenology Metrics

Our study revealed several key points about the inherent variability of phenology metrics. First, there was a substantial difference in the interannual variability exhibited by the individual metrics (Figure 5). The TCUD metric, for example, exhibited a degree of interannual variability that was substantially less than the TMED and TMAX metrics, while the TMGR metric was clearly the most variable. These differences are fundamental characteristics of the metrics themselves, occurring even in the absence of both gaps and noise, and are most likely related to the way they are calculated. For example, this is mainly due to TMGR being calculated as a derivative of the time series, and thus highly sensitive to noise and local fluctuations. TCUD, on the other hand, is based on an integrated biomass (cumulative distribution) and thus has an inherently smoothing nature. As in many applied instances from statistics to particle size distributions [e.g., Jackson et al., 1997] to life-history theory [e.g., Leaman, 1991], cumulative metrics present robust means by which rates of change can be estimated. The remaining two metrics, TMED and TMAX, which are based on direct analysis of the time series (i.e., are neither integrated nor differentiated) are intermediate between the two extremes.

It is worth emphasizing the “poor” performance and high variability of the TMGR metric. The timing of the maximum growth rate is an inherently attractive phenology indicator, as it represents the point in the bloom cycle where growth conditions are optimal, and where the system is changing the fastest. It is also one of the most visually apparent and intuitive features of the bloom. However, in spite of the attractiveness of this indicator, the metric that attempts to characterize it is highly variable and imprecise, as it is based, in the first instance, on derivatives of (noisy) time series. This observation also points toward future opportunities. The implementation of the TMGR metric [Rolinski et al., 2007] that we have chosen here is one of the simpler versions published in the literature, and has been applied with a limited range of preprocessing techniques. A wide range of more sophisticated preprocessing techniques exists, and could potentially improve the precision of the TMGR metric: other authors have preprocessed their data prior to phenology extraction using harmonic analysis [Brody et al., 2013], the Census X-11 time series method [Vantrepotte and Mélin, 2011], the Hilbert-Huang filter [Palacz et al., 2011], and generalized linear models [Vargas et al., 2009; Sapiano et al., 2012], amongst others. Unfortunately, it was not practical to take all of these possible methods into account within the scope of this work. The appropriate choice of such preprocessing techniques, and its impact on the precision of the TMGR metric, is therefore an avenue for future research.

We earlier distinguished between phenology indicators and phenology metrics. The phenology metrics considered in this study are each representative of a different bloom characteristic, and thus they should rather be considered as indicators. However, we are not aware of any indicators in the literature that can truly be considered as indicators of bloom initiation, i.e., the point at which biomass increases outweigh those due to losses. Both TMED (5% above the median) and TMGR (maximum growth) have been previously used; however, they describe the midpoints of the growth phase, rather than its “initiation” per se (Figure 3).

It is also important to note that the substantial range of interannual variability (Figure 5) between metrics represents similar aspects of the seasonal cycle. For example, even though TMED, TMGR, and TCUD are supposedly representative of the midpoint of the bloom, there is a strong difference in their interannual variability. Moreover, TCUD and TMED exhibit poor precision in the intergyre region (or transition zone). The lack of precision in this region has been previously reported by Henson et al. [2009] to be due to a high range of starting dates (high interannual variability in bloom timing). Such differences can be deeply problematic: investigations attempting to explain environmentally driven variability in bloom phenology, for instance, can be fatally undermined by the subtleties inherent to the chosen phenology metric. We therefore reiterate the conclusion of Brody et al. [2013] and emphasize that the choice of phenology indicator should be driven in the first instance by a priori reasoning and the research question at hand.

The best candidate metrics seem to be TCUD and TMED. However, even though the TCUD metric showed the best precision and accuracy, we believe it is not representative of bloom initiation, as it is merely an indicator of when the seasonal cycle reaches 15% of its cumulative distribution (integrated biomass). This metric seems to fail at capturing the spatial variability in the seasonal cycles potentially due to its integrating nature. For instance, depending on the starting date for the integration, information from fall blooms
may contaminate the cumulative distribution used in the estimation of TCUD. Additionally, TCUD relies on having the whole year’s chlorophyll data available. This may be a drawback for some applied situations related to real-time detection of bloom onset and its consequences. For example, many fish species spawn in the first quarter of the year, but the effects of phenological changes in bloom timing on larval survival using TCUD cannot be assessed until the end of the year. Notwithstanding, TCUD is a reasonable metric if one wishes to analyze how far the bloom is in terms of its concentration, but not as an indicator of bloom initiation per se.

TMED, on the other hand, appeared to work well across large parts of the study domain. However, its performance was severely degraded in the intergyre (transition) region, and also in some coastal zones. Systematic biases were also present in some regions. These issues may be problematic for local studies in these regions.

We recognize that some of the dimensions considered in this study are correlated, particularly in space. For instance, bloom amplitude is spatially correlated with both missing data and observational noise, as observed in Figure 2. High latitude regions are characterized by high bloom amplitudes and degree of missing data. If the observational noise is significantly higher than the bloom amplitude, the phenology metric will not be properly estimated. The spatial patterns of both missing data and observational noise will thus be less extreme with increasing bloom amplitude. Therefore, isolating a single process when looking at satellite data is not an easy task, simply because the processes lack independence from one another. For this reason, we choose to use space as a proxy for these processes to be able to test their effect on the estimation of phenology metrics in a reasonable approach.

Finally, our study focused solely on algorithmic-based approaches (application of algorithms); however, estimation-based metrics (statistical models with associated estimators) offer an alternative, and, potentially, superior approach. Estimation-based approaches explicitly incorporate noise into their modeling framework, and can be expected to be robust to gaps. Furthermore, as Ji et al. [2010] noted, there is a need for the development of more statistical metrics for indexing trophic interactions. For instance, the extent of overlap between different trophic levels would be more appropriate for match-mismatch studies, rather than simply estimating the timing of changing properties (e.g., biomass). Future phenology studies can potentially benefit by focusing efforts in this direction.

5. Conclusions

We have shown that there are important differences in the inherent variability of phenology metrics and in their precision. The variability between phenology metrics is the most important effect in our study, and is greater than that between treatments. However, the precision of many of these metrics is poor, and is a greater concern than their lack of accuracy. The application of preprocessing techniques to the data can help to improve the precision of phenology metrics. Bloom amplitude shows to be the most important of the observation-related processes, with increasing amplitude improving the precision of phenology metrics. Ideally, a phenology metric should be accurate, precise, and simultaneously sensitive to the underlying environmental processes (physical or biological). Our results suggest that, of the metrics considered, the TCUD metric (15% of cumulative distribution) best satisfies all of these criteria, and is closely followed by TMED (5% above the annual median). Nevertheless, the choice of phenology metric should be determined by the research question being addressed, and whether the metrics are equally robust to observational noise, missing data, and bloom amplitude. We believe these findings to be useful to the current discussion on phenology metrics of phytoplankton.
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