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socio-economic values in the Guinean–Congolian
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Abstract. Identifying important areas for conserving biodiversity has attracted much discussion, but
relatively few studies have dealt with conflicting socio-economic interests in a manner that is fully
accountable. For the Guinean–Congolian forest region, we applied quantitative methods to select a
network of coarse-scale areas sufficient to represent all forest mammal and bird species at least once. In a
separate exercise, we prioritised 50% of the region to represent the same species as many times as
possible. In both cases, we sought to minimise potential conflicts between conservation and other
socio-economic imperatives by considering benefit-to-cost ratios. We found that by choosing areas to
reduce conflicts, we were able to increase markedly the proportion of selected areas with low or medium
conflict and decrease the proportion with high conflict. Nonetheless, we cannot expect that conservation
goals will always be met unless some of these conflicts are faced and resolved. By working together with
specialists from both the biological and socio-economic fields, we show that easily implemented
quantitative tools could be useful for supporting the process of finding important areas for biodiversity
conservation, while avoiding much of the conflict with other interests.

Introduction

Quantitative methods provide a transparent and accountable way of choosing areas
with as much biodiversity for conservation as possible (Pressey et al. 1993;
Margules and Pressey 2000). However, conservation is just one goal of landscape
management, and has to be considered along with many other needs of people
(McNeely 1997). The problem is that biodiversity conservation has been plagued by
the absence of a workable cost-effectiveness framework (Metrick and Weitzman
1998). Previous studies seeking to integrate these other needs have tended to rely on
conversions or trade-offs between biodiversity and other values that have no unique



solutions and which are therefore easily challenged by people with other interests
´(e.g.Williams and Araujo 2002). In this paper, we demonstrate a simple quantitative

method for reducing conflict with socio-economic interests that can avoid many of
these problems.We illustrate this method using data and results generated at a recent
workshop aimed at identifying conservation priorities in the Guinean–Congolian
forest region of Africa. We do not intend to identify particular priorities for
management action, but rather seek to explore approaches and the likely implica-
tions of incorporating socio-economic data within priority setting. Some of the
strengths and weaknesses of quantitative methods are highlighted through a com-
parison with the expert-based priority areas identified at the workshop.

In March–April 2000, WWF-CARPO (Central African Regional Program Office)
organised a workshop in Gabon to consider priorities for conserving biodiversity
within the Guinean–Congolian forest region. The region extends from the Atlantic
coastal forest in the west, to the foothills of the Albertine Rift in the east, and from
the high mountains of Mount Cameroon to the lowlands of the Niger Delta. This
includes several of WWF’s ‘Global 200’ most biologically valuable ecoregions
(Olson and Dinerstein 1998) as well as being one of the ‘major tropical wilderness
areas’ (Mittermeier et al. 1998) with some of the largest intact blocks of rainforest.
This wilderness holds a free-roaming megafauna, and the Congo River is still
relatively undisturbed by dams and pollution. The Guinean–Congolian forests
include areas with higher levels of endemism, for example in the Cameroon
highlands, as well as areas of high species richness. Hence, this region is a high
priority for conservation.

For the WWF-CARPO workshop, we measured biodiversity value as the repre-
sentation of forest mammal and bird species among networks of selected areas.
These groups comprise some of the most highly valued biodiversity within the
region (Blom, in press). The most comprehensive biological database available for
these organisms has been assembled by the Zoological Museum of the University of
Copenhagen (ZMUC). Since 1995, data on the distribution of all Afro-tropical
mammals and birds have been compiled on a 18 grid from information supplied by
many experts in Africa and at institutions around the world (Burgess et al. 1997).
Ideally, priority areas would be assessed at a finer scale by considering the viability
of all species within smaller land management units. However, these data do not
exist at present, so the ZMUC database represents the best available species-based
distribution data for the region. This analysis serves to illustrate the principles of the
method.

To make biodiversity area-selection methods more useful to decision makers
formulating policy, we wished to include an appropriate treatment of some of the
‘costs’ associated with conservation as a form of land use. Our definition of cost is
deliberately extremely broad, with the potential to include a combination of many
different kinds of factors (e.g. purchase costs, management costs, opportunity costs),
which need not be confined to monetary measures (e.g. including number of people
affected; see Balmford et al. 2001). The WWF-CARPO workshop’s socio-economic
working group estimated the intensity of socio-economic activity in the region and
its potential to affect the success of conservation initiatives. The conclusions were
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summarised in their maps of conservation opportunity (O’Hara, in press). Conserva-
tion opportunity ranks areas according to the predicted ease with which conservation
initiatives could be implemented when socio-economic factors are taken into
account. Factors considered included current and future land use patterns, human
population density and the distribution of infrastructure.

Bringing this biodiversity and socio-economic information together, we see the
area-selection problem as being one of selecting sufficient areas to meet an explicit
conservation goal in terms of representing biodiversity, while improving the
efficiency of uptake of conservation opportunities. This problem can be re-formu-
lated by converting conservation opportunity to conservation ‘conflict’ (the reverse
ranking; our use of this term is not necessarily intended to imply any form of civil
disturbance or war). Networks of areas can then be selected to reduce conservation
conflict. It is this second formulation that we consider. We converted data for
conservation opportunity to conservation conflict by assuming that the potential for
conflict with socio-economic interests is simply the reverse of conservation oppor-
tunity.

Conflicting socio-economic values have been accommodated in most area-selec-
tion studies only very crudely, by seeking to reduce the total area extent required to
meet a conservation goal. This treats area extent as a surrogate for all other
socio-economic costs. It has also led to an emphasis on ‘efficiency’, usually in terms
of reducing the total area within a network of conservation areas that is required to
meet a stated conservation goal (Pressey and Nicholls 1989a). In a few studies, costs
have been addressed explicitly by incorporating within the area-selection algorithms
some of the costs of areas as a way of breaking ties among alternative areas with
otherwise identical contributions to biodiversity value (e.g. Pressey and Nicholls
1989b; Pressey et al. 1997; Nantel et al. 1998). However, this means that cost is
considered only among those areas regarded as equivalent according to the other
criteria, which are therefore given higher precedence. The result is that the cost of
meeting the goal is unlikely to be minimised.

The simplest quantitative approach to integrating biodiversity value and socio-
economic costs when making conservation decisions is to consider ideas of ‘cost–
benefit’ (e.g. Dixon and Sherman 1990). Cost–benefit is usually considered as the
difference (B 2 C) between benefit (B), in this case the biodiversity value protected,
and costs (C), in this case the conservation conflicts. Calculating the difference
requires that both terms be measured in the same currency (e.g. Faith 1995; Moran et
al. 1997), which therefore depends on a conversion factor to ‘price’ biodiversity in
terms of the cost currency. However, in situations where there is no uniquely
justifiable conversion factor, no single ‘best’ solution can be identified.

When there is no clear cost constraint (such as a fixed budget) or when there is no
complete countable set of species (or other biodiversity attributes), then the most
direct approach to the problem of cost explicitly considers a range of different
‘trade-offs’ between cost and biodiversity value (Faith 1995, 1998; Faith and
Walker 1996, 1997; Faith et al. 2001a). Trade-offs describe people’s willingness to
accept a decrease in one benefit (e.g. increasing management cost) when there is a
compensatory increase in another benefit (e.g. biodiversity protected). Figure 1
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illustrates how this has been applied to comparing many possible candidate
networks of areas when we know the total cost of each network (in some sense,
monetary or otherwise) and the amount of biodiversity foregone (e.g. the number of
species not represented within each network). In this situation, simple trade-offs can
be described on this graph as a family of straight lines, each with a negative slope b
(i.e. increasing cost pays for reducing biodiversity value foregone at a constant rate).
The best solution among candidate area networks for any particular trade-off is
found by seeking the network intersected by the line of slope b that is as close to the
origin of the graph as possible (in order to give the largest total net benefit in terms
of biodiversity and cost, e.g. dashed lines in Figure 1). Therefore the ‘curved’
continuous line drawn to the left and below the sample of networks identifies the
series of best networks (the ‘non-dominated’ solutions) when different trade-off
slopes b in the range of 0–` are supplied. However, as discussed above, it may be
difficult to justify the choice of any particular trade-off factor b (which amounts to a
conversion factor between biodiversity and cost), so that no single ‘best’ network
can be defended. Nonetheless, sensitivity analysis might be used to show which
areas are always required or not (Faith and Walker 1996). This could be viewed as
an extension of the idea of relative ‘irreplaceability’ among areas for representing
biodiversity (Pressey et al. 1994).

In this paper we consider instead situations where there is either a fixed goal or a

Figure 1. A hypothetical trade-off space in which the horizontal axis is the total cost of each area network
and the vertical axis is the biodiversity value (the benefit) foregone (based on Faith and Walker 1996).
Each circle represents one possible network. Networks giving results closer to the origin are ‘better’ in
that they represent more biodiversity at lower cost. Any simple biodiversity-cost trade-off factor would
describe a straight line on the graph, with negative slope (e.g. the dashed lines). When a range of different
trade-offs is supplied, the corresponding range of ‘best’ networks (known as the non-dominated
networks) are joined by the ‘curved’ solid line around the possible networks. For trade-off factor 1 there
are two best solutions, whereas for trade-off factor 2 there is only one.
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fixed cost budget for biodiversity representation. To address this case, we build on a
related idea of increasing the ‘cost-effectiveness’ of area protection as described by
Pressey and Bedward (1991). The most cost-effective solutions can be found using
complex optimising algorithms that either (1) seek to represent predefined amounts
of biodiversity for minimum cost, or (2) seek solutions that maximise biodiversity
for a fixed cost (e.g. Ando et al. 1998; Balmford et al. 2000). However, simpler yet
effective approximations are available. Cost-effectiveness can be measured using
the benefit-to-cost ratio (B /C) between biodiversity value (B) and appropriate costs
(C) (e.g. Moran et al. 1997; Metrick and Weitzman 1998), and because this is a ratio
(retaining both kinds of units), no conversion factor between currencies is required.
The principle is that at each step of area selection, the area is selected that gives the
greatest increase in biodiversity protected relative to the increase in conservation
conflicts that follow from selecting that area. This approach has been outlined
previously (Williams 1996, 1998), and has been applied to area-selection problems
(Balmford et al. 2001) because it is easily implemented within simple heuristic
algorithms. The advantage of using quantitative cost-effectiveness methods that
avoid conversion factors is that the results are accountable and uniquely justifiable

´(Williams and Araujo 2002).
We show how the benefit-to-cost ratio approach can be used to integrate

information for a relatively large number of species with a layer of socio-economic
information to prioritise areas, while making the process explicit, repeatable, and
accountable. Many different kinds of socio-economic factors could be accommo-
dated in this way if economists can find appropriate ways to combine them within a
single cost variable (e.g. Faith et al. 2001a). The choice of factors to include may be
unique, because it will depend on what is appropriate to each particular situation.

Methods

Data for biodiversity value: forest mammals and birds

The Guinean–Congolian forest region, as defined by the WWF-CARPO workshop,
covers all or part of 228 18 grid cells of sub-Saharan Africa (each cell measures
approximately 105 3 105 km). It includes large areas of undisturbed habitat, with
relatively little forest fragmentation compared to many other areas of Africa.
Unfortunately, little of this region has been surveyed for its biota. Therefore
empirical knowledge of the biota reflects strongly the distribution of fieldwork
effort, a problem that was recognised for all datasets at the workshop. The problem
is addressed here by interpolating the expected distributions of species.

Data on the distribution of forest mammal and bird species have been entered into
the ZMUC database in collaboration with an international network of experts
(Brooks et al. 2001). For the larger and better-known species of mammals [follow-
ing the taxonomy of Wilson and Reeder (1993)], the data are an estimate of
distribution ranges in the period 1970–1989. For smaller and less well-known
species, expected distribution ranges have been interpolated by assuming a continu-
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ous distribution between confirmed records within relatively uniform habitat, using
available information on species’ habitat associations, and taking into account
specialist opinion, especially concerning any known gaps in distribution. For the
least known species, records are plotted without interpolation because of lack of
information, which would make interpolation very unreliable. These species with
the fewest records are likely to have the least precisely known distributions. Data on
the distribution of breeding bird species [following the taxonomy of Sibley and
Monroe (1990, 1993)] have been entered on the same grid using similar methods
and updated from published and unpublished sources (Burgess et al. 1997). For
details of the methods and references used to construct the database see
www.zmuc.dk/commonweb/ research /biodata.htm. Of all species of sub-Saharan
birds and mammals in the ZMUC database, 674 species were classified as forest
species based on Burgess et al. (2000). Of these, 491 species have been recorded
within the 228 18 grid cells of interest to this workshop (Figure 2a). Eleven species
were then excluded because they are endemic to the mountains of the Albertine Rift,
which are considered not to be part of the Guinean–Congolian forest region
(mammals: Crocidura montis, C. kivuana, C. stenocephala, Cephalophus rubidus,
Delanymys brooksi, Dendromus kahuziensis, D. kivu, Dasymys montanus,
Lophuromys cinereus; birds: Sylvietta chapini, Nectarinia prigoginei), leaving 480
forest species in total.

Data for conservation conflicts: socio-economic opportunities

The socio-economic working group prepared a map of ‘Conservation Opportunity in
the Congo Basin’ (O’Hara, in press). Opportunity was designated according to the
presence or absence of remaining forest, forest concessions, roads and waterways,
cities, and oil and gas-extraction pipelines. These elements were depicted on
mapped overlays to help participants determine their extent. Areas of high human
concentration (indicating potential human impact) were represented with mapped
human population census data. The socio-economic working group was also asked
to consider mining, hunting, non-timber forest exploitation, agriculture and fishing,
although these elements were not mapped systematically. Where concentrations of
these activities or phenomena occurred, the area is ranked as low opportunity or as
‘high conflict’. Where these activities are absent, the area receives a rating of high
opportunity or ‘low conflict’. Several of the socio-economic factors represent likely
future threats and it could be argued that these represent options for conservation
intervention (see Discussion). However, for the purposes of this analysis, we accept
the socio-economic working group’s view that these factors are to be treated as
increasing the costs of conservation management. Therefore, where the possibility
exists, we prefer to select alternatives that reduce the likely conservation conflicts.

Just as with the biological assessment, the central Congo Basin is particularly
deficient in data relating to socio-economic factors. An important feature of our
approach is that areas were only classified as having conservation opportunity
(‘high’, ‘medium’, ‘low’) where this is known to be the case. On the advice of the
socio-economic working group, the ‘unclassified’ areas of the original map are

1302



Figure 2. Data for biodiversity value and socio-economic opportunity. (a) Species richness per 18 grid
cell for the 480 species of forest mammals and birds within the Guinean–Congolian forest region from
interpolated records in the ZMUC database. Lines delimit WWF ecoregions. Grid cells are approximately
105 3 105 km. The grey scale shows high species richness in black, low richness in light grey, and
numbers within cells are the number of recorded forest bird and mammal species per grid cell. (b) Map of
‘Conservation Opportunity in the Congo Basin’ from the socio-economic working group, re-sampled at
16 points per grid cell for the region of interest on a 18 grid and WWF ecoregions. The grey scale uses
black for high, dark grey for medium, and light grey for low opportunity scores (for conservation conflict
defined by Equation 1, read map (b) as black for low conflict, dark grey for medium conflict, and light
grey for high conflict).
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treated as presenting the lowest conservation opportunity, reflecting the highest
potential conflict between resource use and biodiversity potential (Equation 1). We
converted polygon data from the original map to grid-cell data (Figure 2b) by
re-sampling the map at 16 points per grid cell and calculating a mean conservation
conflict score for each cell (Equation 1).

conservation conflict 5 high opp 1 medium opp 3 2 1 low opp 3 3 1s s d s d
unclassified 3 4 /16 (1)s dd

Quantitative area-selection methods

We used quantitative methods to identify two kinds of priority-area networks:
minimum-cost networks and maximum-coverage networks. Minimum-cost net-
works identify sets of areas that represent all species at least once while minimising
the total cost (measured as area or as conservation conflict). Maximum-coverage
networks identify sets of areas for a pre-defined total cost (e.g. 50% of the area of the
region) that maximise the number of species representations. The cost can be
counted in number of areas or as conservation conflict. Thus we compare two kinds
of minimum-cost networks: minimum-area networks to represent all species within
the minimum total area, and minimum-conflict networks that represent all species
but minimise total conservation conflicts. The quantitative methods used here have
been implemented in the WORLDMAP software (Williams 1996). For details and
references see www.nhm.ac.uk /science /projects /worldmap/.

Minimum-cost networks of areas are selected using a progressive rarity algorithm
based on the idea of complementarity (adapted from Margules et al. 1988; for details
see Williams et al. 2000). The simple algorithm used here has been demonstrated to
give a close approximation to the mathematically optimal solution (Csuti et al. 1997;
Moore et al. in preparation; henceforth assumed to be effectively optimal). It begins
by choosing those cells containing species found nowhere else, then the cell with the
highest ratio of unrepresented rarest species to cost (the benefit-to-cost ratio rule),
and so on, until all species are represented at least once. Using WORLDMAP, it is
also easy to generate tables of results for accountability, to show why each area is
chosen and which species are represented where.

For maximum-coverage networks, areas are selected initially using the same
method described above for minimum-cost networks (for representing species one
or more times). Selected areas are re-ordered by the algorithm by choosing at each
successive step the area with the highest unrepresented-species-richness-to-cost
ratio (a benefit-to-cost ratio rule). The required number of areas, or areas with the
required cumulative cost, are then chosen from the top of this list (Williams et al.
2000).

Flexibility of area-selection solutions

The algorithms described above find a single approximate solution to the problem of
discovering minimum-cost networks or maximum-coverage networks. However, it
is often the case that there are many possible solutions, all of which are equally

1304



efficient. Priority networks that have many equivalent solutions are considered to
have high flexibility, while those with few solutions have low flexibility.

The contribution that each area makes towards the flexibility of the entire network
can be assessed as follows. Some selected areas are completely irreplaceable, in that
no alternatives exist to represent one or more of their species (Rebelo and Siegfried
1992). Therefore, the location of these irreplaceable areas is fixed by their unique
possession of records for certain species. Other areas are flexible, in that other
alternative areas (or combinations of alternative areas) exist for representing the
species that they contribute towards complete species representation. Only these
flexible areas can be affected by the change of objective from minimising number of
areas to minimising the sum of conservation conflicts. There are two kinds of
flexible areas. An area is fully flexible if it can be exchanged for at least one other
area (one-for-one) while still managing to represent all species the required number
of times within the same number or total cost of areas. In contrast, partly flexible
areas are areas within the network that could be exchanged for others outside the
network while still allowing the network to represent all of the species, although the
substitutes would require a larger number of areas, larger total area extent, or higher
total cost of areas.

Flexibility can be explored inter-actively within even a large biodiversity data-
base using computer software such as WORLDMAP. Exploring flexibility may be
useful when some socio-economic factors (or other factors that may affect area
selection) cannot be quantified for the analysis, or when the final selection of areas is
to be negotiated with parties with conflicting needs.

Priorities from expert working groups

The WWF-CARPO workshop prepared a map of ‘Final Priorities’, which combined
results from all expert working groups for not only birds and mammals, but also
reptiles, amphibians, plants, invertebrates, and fish. This map represents the areas
identified as most important for biodiversity conservation by this workshop. Priority
was assigned among areas according to their biological distinctiveness as perceived
by the expert groups. To use this information, we converted polygon data from the
expert priorities map to grid-cell data by re-sampling at 16 points per grid cell.
‘High’ priority points are given a score of 3, ‘medium’ points a score of 2, ‘low’
points a score of 1, and ‘unclassified’ points a score of 0. These scores are averaged
for each grid cell (Equation 2). The 114 grid cells with the highest priority scores
(i.e. 50% of the region) were ranked by their scores in order to represent their
relative priority for comparison with the quantitative results.

priority5 high priority33 1 medium priority32 1low priority /16 (2)ss d s d d

Results

Reducing conservation conflicts

We identified two minimum networks of areas for representing all of the forest
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mammal and bird species using the benefit-to-cost ratio algorithm. The first network
minimised the number of areas required to be selected, identifying a network of 31
areas to represent all of the forest mammal and bird species at least once (Figure 3a).
The second network minimised the total amount of conservation conflict, identify-
ing a network of 32 areas to represent all mammals and birds at least once (Figure
3b). In line with the map for conservation opportunities identified by the socio-
economic working group (Figure 3b), the minimum-conflict network gives priority
to slightly fewer areas along the Congo River.

Using the conservation conflict information from the socio-economic working
group resulted in reducing the total cost of conflict by 5.8% from 27.38 units for the
minimum-area network to 25.77 units for the (3% larger) minimum-conflict net-
work. Although this change may seem rather modest, it may correspond to a
considerable reduction in conflict. The advantage of using socio-economic data in
priority setting studies is illustrated in Figure 4. This figure shows that compared to
minimising area (Figure 4a), explicitly setting out to make the best use of conserva-
tion opportunities (Figure 4b) results in choosing a much higher proportion of the
available cells with high and medium conservation opportunity (i.e. low conserva-
tion conflict) and a lower proportion of cells with lowest opportunity (i.e. high
conservation conflict). Utilising areas with high conservation opportunity does not
result in a marked decrease in the area efficiency of the network (Pressey and
Nicholls 1989a) – only one more area is required in the conflict-minimising than in
the area-minimising network.

Another way of assessing the consequences of using the benefit-to-cost algorithm
is to examine the results within a trade-off framework (e.g. Faith and Walker 1996;
see the Introduction). This can be illustrated by examining a maximum-coverage
problem as an example. For maximum-coverage networks that cover 10% of the
total extent of the region (23 grid cells), Figure 5 plots the biodiversity value
foregone (the number of forest mammal and bird species unrepresented in a
network, although without considering which species or what their relative value
might be) against the total cost (as conservation conflict from Equation 1). The
circles in the figure represent a sample of 1000 networks of 23 grid cells that were
selected at random (without replacement within networks, but with replacement
among networks). The data point for the network of the top 23 cells from the expert
group lies close to the non-dominated line on the left edge of the distribution of
sample networks. Therefore compared to this random sample, the expert network
shows relatively low conservation conflict but misses many species. In comparison,
networks obtained using the quantitative methods are significantly better at reducing
the number of unrepresented species. Unfortunately, the network of the top 23 cells
from the algorithm that seeks to minimise area for complete representation has a
relatively high cost in conservation conflict. However, the network of the top 23
cells from the algorithm that seeks to minimise conflict is shown to perform
particularly well, because it is close to the origin of the graph, with low cost and yet
with few species foregone. From Figure 5, only if a trade-off between biodiversity
and cost were extremely steep could a small proportion of networks (maximum 7 out
of the random sample of 1000 networks, to the left of the dashed line) be marginally
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Figure 3. Area networks to represent on a 18 grid all forest mammal and bird species within the
Guinean–Congolian forest region selected using quantitative methods. (a) A minimum-area network of
areas (31 areas), one of an estimated 15530 alternative solutions, and (b) the single minimum-conflict
network of areas (32 areas). The numbers in the squares show how many species the selected area
contributes uniquely to the representation of all species by the area network – these are the species that
justify selection of each area. Where some of these species are not known to occur anywhere else within
the region, these areas are irreplaceable to achieving the goal, and the cells are shown in black. Where all
of these species occur in other areas, these other areas could be substituted as flexible alternatives. There
are two kinds of flexible areas. First, if there are no flexible alternatives for the same cost (i.e. for the
same level of conflict), then they are maximally efficient and only partly flexible (by increasing cost).
These are shown in dark grey. Second, if there were flexible alternatives for the same cost, then the areas
selected are fully flexible. These are shown in light grey (with these data, fully flexible alternatives exist
only when cost is measured in number of areas, as in map a).
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Figure 4. Assessing the effects of including conservation conflict. Selected areas plotted by conservation
opportunity class (scores from Equation 1: lowest 1, low 1–2, medium 2–3, high 3–4) as a percentage of
areas available in each class (lowest 97, low 84, medium 30, high 17). (a) Minimum-area network to
represent all forest mammals and birds (Figure 3a). (b) Minimum-conflict network to represent all forest
mammals and birds (Figure 3b).

more cost-effective than the ‘minimum-cost’ network. This makes intuitive sense,
because such a steep slope for the trade-off gives a very low price to biodiversity, so
that the seven apparently ‘better’ area networks would really only be chosen for
their slightly lower socio-economic cost and only if their biodiversity contribution
were not valued. Therefore we interpret our heuristic near-minimum-cost solutions
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to be good approximations to the true mathematical minima for situations where
biodiversity is given any substantial value (the case of interest to conservationists).

Changes in flexibility

Comparison between the two minimum-cost networks shows that flexibility de-
creases if conflict rather than area is minimised. For the minimum-area network, six
of the selected areas (shown in light grey in Figure 3a) have fully flexible
alternatives. For each of these areas, any one of the fully flexible alternatives can be
substituted one-for-one while still managing to represent all of the species at least
once. This flexibility per cell gives an upper estimate (2 3 3 3 4 3 4 3 13 3 17
alternatives) of up to 21216 possible alternative solutions. The complication is that
changing more than one fully flexible area can cause the representation of some
species to change, so that more areas are needed in the network. Therefore we need
to check how many of these networks are indeed fully representative (see Williams

Figure 5. A trade-off space for the Guinean–Congolian forest region (see Figure 1). The horizontal axis
is total socio-economic cost expressed as the conflict with biodiversity conservation. The vertical axis is
the biodiversity value foregone expressed as the number of forest mammal and bird species not
represented within area networks. All points represent different networks of 10% of the total area (23 18
grid cells) selected by different methods. Each circle represents one of 1000 networks selected as a
random sample of all possible networks of 23 grid cells. The ‘curved’ line drawn around the randomly
generated solutions links the ‘best’ of the sample of networks (the ‘non-dominated’ solutions) when the
complete range of different values for the trade-off factor between biodiversity value and socio-economic
cost is supplied (see Figure 1). For comparison, three networks of 23 grid cells are shown from selections:
(1) by the expert working groups from the WWF-CARPO Workshop; (2) by maximum coverage, using
numbers of areas as the cost; and (3) by maximum coverage, using conservation conflict (from Equation
1) as the cost. For each of these three cases, any circles below or to the left of the dashed lines identify
randomly selected networks that could be better within the range of possible trade-offs (see Results).
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et al. 2000). Drawing at random a sample of 1000 alternatives from among these 21
216 networks, we find that 732 represent all 480 forest mammal and bird species, so
we estimate that 21216 3 0.732 5 15530 alternative fully representative networks
exist. However, in comparison, only one network was found that minimises
conservation conflict (Figure 3b). This decrease in flexibility is expected when costs
differ among areas that otherwise make an equal contribution to biodiversity
representation.

For the single minimum-conflict network (Figure 3b), there are still many other
alternative solutions for representing all of the species when a slightly higher cost in
terms of conflict is permitted. These areas can be identified by exploiting those
alternative partly flexible areas (dark grey areas in Figure 3b) that could still
represent all species. However, none of the alternative areas would minimise the
potential conservation conflicts, because in each case at least one more costly area
would have to be substituted. The irreplaceable areas (black areas in Figure 3) are
potentially much more of a problem, simply because for them no alternatives exist.
Fortunately, for the Congo data we find that the 20 irreplaceable areas do not have
significantly higher conservation conflict than would be expected for areas drawn at
random (P 5 0.54).

Networks of different sizes

To explore issues of number of species representations and of benefit-to-cost ratios
further, we selected maximum-coverage networks of up to 50% of the region to
represent all of the species as many times as possible while minimising conservation
conflict (Figure 6a). A network covering 50% of the region (114 grid cells, with no
fully flexible alternatives) is just slightly smaller than would be required to represent
the forest mammal and bird species at least nine times (122 grid cells).

The 114 highest priority grid cells identified by the expert working groups (Figure
6b) represent 459 (95.6%) of the 480 forest mammal and bird species from the
ZMUC data. The 21 species not represented in the expert-derived priority network
(Table 1) are recorded primarily from the eastern and northwestern parts of the
region (areas less well represented among the expert priorities, Figure 6). Among
these species, two are globally threatened birds (Collar and Stuart 1985): Ploceus
aureonucha and Malimbus flavipes. Both of these unrepresented species are
endemic to the Guinean–Congolian forest region.

Comparison of these results with those from random selection shows the greater
efficiency of quantitative methods. We compared the cumulative percentage of
species represented as the number of selected areas increased between the quantita-
tive and expert-derived priority networks (Figure 7a). This shows that the quantita-
tive approach represents consistently more species per area selected, although for
larger number of areas the difference decreases as the number of areas chosen
increases. In addition, the quantitative approach was always significantly more
efficient than choosing areas at random, while at no stage is the representation of
species in the expert-derived network significantly greater than the representation
expected if areas were selected at random.
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Figure 6. Priorities from expert and quantitative methods when selecting (in priority order) from 1 to 114
18 grid cells (50% of the region). (a) Maximum-coverage network of areas, prioritising areas selected to
represent forest birds and mammals within the Guinean–Congolian forest region (black for high priority,
light grey for low priority, white for unselected). The selection method seeks to maximise the ratio
between representation of forest bird and mammal species relative to conservation conflict (from
Equation 1). Areas are prioritised (re-ranked) by their contribution to representing biodiversity: the
shades of grey show the order for choosing areas so as to maximise the combined species representation
at each step relative to conservation conflict (a series of maximum-coverage solutions). Therefore, if only
a few areas can be chosen, these should be taken from the black cell, then the dark grey cells, and so on.
Numbers in grid cells are the cell priority rankings. (b) The expert-selected priority network from the
WWF-CARPO Workshop, scored for the 18 grid. Areas have been prioritised according to their perceived
biological value (black for high priority, light grey for low priority, white for unselected).
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Table 1. Species of forest mammals and birds unrepresented in expert-group selected areas together with
their range sizes measured as numbers of occupied 18 grid cells.

Species unrepresented in No. of No. of Globally threatened
expert-group areas grid cells grid cells species (Collar

in Guinean–Congolian in subSaharan and Stuart 1985)
forest region Africa with
with records records

Mammals
Crocidura manengubae 3 3
Crocidura caliginea 2 2
Crocidura congobelgica 2 2
Crocidura luna 2 73
Crocidura polia 1 1
Crocidura tarella 1 3
Sylvisorex granti 1 7
Sylvisorex oriundus 1 1
Rhinolophus maclaudi 2 9
Chalinolobus superbus 1 2
Pipistrellus inexspectatus 1 6
Scotophilus viridis 2 120
Cercopithecus petaurista 1 66
Otomys typus 1 34
Lophuromys eisentrauti 1 1
Praomys mutoni 1 1
Birds
Francolinus nahani 5 7
Platysteira albifrons 1 5
Apalis pulchra 5 21
Ploceus aureonucha 2 2 �

Malimbus flavipes 4 4 �

The comparisons in Figure 7a are based on the cumulative number of species
represented at least once. Hence, these comparisons are only strictly valid when both
methods have achieved ,100% representation of species (i.e. for ,13.6% of the
total area of the region). Beyond this, the single-representation comparison takes no
account of the ability of the quantitative approach to maximise the number of
multiple representations per species. If multiple representations are considered
(Figure 7b), then the difference in efficiency between the quantitative and expert
approaches shows consistently large differences as the area of the region selected
increases. (Initially, cases where median representations per species are zero occur
because medians are counted among all 480 species. This comparison is chosen so
that comparability is maintained when number of species represented varies among
networks.)

The quantitative approach can be seen to represent consistently more diversity for
a broad range of number of areas selected (Figure 7b). This remains true irrespective
of whether these budgets are measured in terms of numbers of areas, or in terms of
the conservation conflicts (not shown). It can also be seen by plotting the benefit-to-
cost ratio in Figure 7c: the vertical separation of the lines shows that the quantitative
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Figure 7. Comparing cost-effectiveness of priorities from expert and quantitative methods for represent-
ing the diversity of forest mammals and birds in the ZMUC database. (a) Comparison of the percentages
of species represented at least once. (b) Comparison of the median number of representations per species.
(c) Comparison of benefit-to-cost as the ratios between cumulative diversity as the median number of
representations per species and the cumulative conservation conflict. The first selection method uses the
maximum-coverage relative to conservation conflict, as mapped in Figure 6a. The second method is the
combined selections from the expert working groups, prioritised by biological distinctiveness, as mapped
in Figure 6b. The third method in (a) is to select networks of areas 1000 times at random without
replacement and identify the threshold to the top 5% of network scores.
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approach is consistently accumulating more multiple representations of species per
unit of conservation conflicts. The apparent oscillation in Figure 7c is an artefact of
the interaction between the stepwise increase in median representation (an integer)
and the continuous increase in cost (a real number). The broader trend to declining
plots in Figure 7c shows that for both methods the rate at which biodiversity benefit
increases tends to be lower than the rate of increase in conservation conflicts as the
proportion of the total area selected increases.

Discussion

Conflicting socio-economic values

Incorporating socio-economic information into conservation planning is likely to
improve greatly the chances of success in achieving conservation goals if it can help
avoid conflicts with people’s other needs. This socio-economic information may
come from expert analysis, as in our example, but this could and should include the
values, concerns and participation of local people (Newmark and Hough 2000).
Understanding the extent of potential conflicts for conservation can help direct the
timing and amount of resources for implementing a conservation plan. Hopefully,
there will be several alternatives for many area choices, so that a selection can be
made according to existing conservation opportunities. Nonetheless, some areas will
be highlighted in which conflict appears inevitable and where the cost of conserva-
tion is likely to be high.

For the region considered here, the scope for avoiding conflict is reasonably
modest. This can be attributed to the large proportion of areas that combine high
conflicting values with being irreplaceable to any priority network that meets the
conservation goal. Clearly, the proportion of irreplaceable areas within a priority
network, and so the scope for conflict avoidance, will depend on the characteristics
of species’ distributions within the region, the scale of the study, and the precise
conservation goals. Although much conflict can be avoided, conflict cannot be
avoided entirely: some areas that are necessary to meet conservation goals are also
valuable for other uses. This pattern has been found in other similar studies (Ando et
al. 1998; Balmford et al. 2001). In these areas, conflicts will have to be faced and
resolved.

Our scores for the socio-economic costs of conservation-area networks combine
several different factors. In time, it might be better to separate some of these factors
within the selection process by considering them as threats rather than as costs. One
way of dealing with threats to areas is by using threat scores to re-order selected
areas by urgency for conservation management (Williams 1998). Separating threats
would also allow for differences among species in their vulnerabilities to be treated
more appropriately (see comments below on persistence), and would allow the costs
of ameliorating the threats to be considered directly. This approach will have to wait
until much more information on species’ individual threats and vulnerabilities
becomes available. To date, much of the work on costs and trade-offs has concen-
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trated on capital, recurrent and opportunity costs of particular alternative land uses
such as forestry (e.g. Faith 1995; Faith et al. 2001a). However, the same approach
could be extended to explore potential conservation instruments including en-
vironmental levies, subsidies, carbon offsets, and biodiversity offsets (Faith et al.
2001b).

Quantitative methods

Comparisons of the priorities for the Guinean–Congolian forest region selected by
expert opinion and by quantitative methods show that both methods represent the
majority of species (we have not considered differences in the identities or
threatened status of the particular species that are missed in any detail, but see Table
1). Consequently, there might appear to be little advantage in using the more
demanding formal quantitative approach when the effectiveness of the priority
networks is evaluated as the number of each species represented at least once.
Indeed, not only do the results of quantitative methods and of expert opinion
converge as the area coverage becomes large (Figure 7a), but so too do the results
obtained when selecting areas at random. This might appear to remove any
justification for expensive survey and analysis in conservation evaluation. However,
the higher efficiency of quantitative methods is highlighted when the number of
multiple representations per species is considered (Figure 7b). Multiple representa-
tions of species are likely to improve the probability of selecting an area that will
maintain a viable population of each species (e.g. Nicholls 1998), as well as
providing redundant populations as insurance against catastrophes. Hence, maximis-
ing multiple representations should improve the effectiveness of the network of
areas selected.

It is important to note that the apparent inefficiency of the expert-selected network
can be attributed in part to their different representation goals. The expert groups
identified areas to represent not only birds and mammals, but also reptiles, am-
phibians, plants, invertebrates and fish, as well as considering the viability of some
of these species within the selected areas. In addition, we have converted the
irregular areas chosen by experts into priority scores for 18 grid squares. This
conversion will reduce the apparent efficiency of the expert approach when
compared to an evaluation based on the original area polygons, because the grid
cells extend beyond the polygons. This constraint of working with 18 grid cells is
imposed not by our methods or computer software, but by the available data for
species.

Clearly, both the expert approach and the quantitative approach suffer from biases
and errors. Expert opinion may vary depending on who is present in a working
group and who is outspoken. Furthermore, the number of factors that people can
keep track of in their heads at one time is limited. This makes it difficult to find the
‘best’ results in terms of conservation conflicts when dealing with complex
biodiversity data (Dixon and Sherman 1990). On the other hand, experienced
specialists can make excellent judgements for particular species when few data are
available. Ideally, the strengths of both approaches would be combined within a
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single process. For example, the best procedures according to experts can be
incorporated into quantitative modelling methods (Fonseca et al. 2000), to make the
benefit of their expertise more widely available.

However, quantitative methods can be implemented only when suitable data are
available. Hence, data availability will determine the scale at which areas can be
chosen and the taxonomic breadth of species considered. We were restricted by data
availability to considering grid cells of 18 in size. These data have low spatial
resolution, but were nonetheless expensive to acquire. Fortunately, data for the
entire world at a similar scale will soon be widely available as work on mapping
projects progresses. But in our study, only for mammals and birds was it known
which species were associated with forests, the ecosystem of interest. Ideally, data
for viable biodiversity and for socio-economic costs would be available at the scale
of realistic land-management units. We do not expect priorities identified at a finer
spatial scale to fall necessarily within the larger area units that we have identified in
this study. Patterns of co-occurrence and richness among species are well known to
change with spatial scale (e.g. Stoms 1994), as are the total number or extent of area
units required to meet particular species-representation goals (Pressey and Logan
1998). Nevertheless, in the absence of comprehensive data at finer scales, our
analysis allows us to identify which areas make an important contribution at the
larger scale and which species within those areas are in need of particular attention
for subsequent analysis at a finer scale (Vane-Wright 1996). In addition, quantitative
methods would be more useful if species’ viability and predicted threat could also be
incorporated to provide an estimate of overall persistence. All of these factors could
and should be included within quantitative assessments when appropriate data
become available (e.g. Pressey et al. 1993; Witting and Loeschcke 1993; Lombard
1995; Freitag et al. 1996; Howard et al. 1997; Nicholls 1998; Williams 1998;

´Cowling et al. 1999; Araujo and Williams 2000; Margules and Pressey 2000).
Quantitative methods then make it possible to identify precisely why each area is
seen to be valuable. This is useful because the information can assist further
assessment and negotiations, as well as ensuring that all conservation goals are met
despite the inevitable compromises that will result in changes to the priority network
of areas. One of the most valuable properties of these methods is that they are
rigorous and repeatable, so that the priority-setting process can be transparent and
accountable.

Conclusions

Our results show that the quantitative approach applied here could be a useful tool
for assessing and refining expert-based priority networks. This kind of support role
could be applied even within a workshop environment (e.g. Finkel 1998). Because
quantitative methods can maximise species representation and can accommodate
other vital factors, we suggest that they have the potential to make a useful
contribution to the development of regional conservation priorities. Looking ahead,
the quantitative approach has the potential to integrate biological and socio-econ-
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omic concerns in an accountable and straightforward way. We have illustrated some
possibilities by examining how priority setting based on biological criteria might be
modified to take account of patterns of conservation conflict with socio-economic
factors. We are very keen to work more closely with socio-economic specialists
(working, in turn, with local people), to explore more of the possibilities for
estimating quantitative measures of conservation threats, costs and opportunities.
For example, estimates of the costs of acquiring areas for conservation, costs of
management to ameliorate threat, lost opportunities to exploit incompatible land
uses, as well as costs associated with the effects of other social and political factors
(e.g. Faith et al. 2001b; Wilkie et al. 2001), are all needed for realistic priority
setting. Note that for costs to be used by quantitative methods, they need to be
measured neither in a monetary value, nor in an absolute measure, so that any index
that represents the relative costs associated with each site could be useful. The
barrier to including these factors stems more from a lack of suitable data than from a
lack of quantitative methods for handling them.
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